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Abstract: A machine vision based system to estimate the nursery plug tray sowing quantity is necessary in the rice seedling 
nursery.  Because the super hybrid rice is of small diameter, in order to obtain better estimation results of sowing quantity, 
only part of the tray scene is captured by machine vision system.  Therefore, nursery tray image sequence mosaic algorithm is 
required so as to obtain the whole nursery tray sowing performance.  In this paper, a fast nursery plug tray image mosaic 
technique based on Phase Correlation and Speeded up Robust Features (the PC-SURF) algorithm was introduced.  To reduce 
huge computational complexity in feature extraction and avoid wrong match points from non-overlapping regions between two 
adjacent images, firstly the proposed method used Phase Correlation to approximately locate the overlapping regions between 
two sequential images so as to narrow down the processing area for further feature extraction.  Then, the SURF algorithm was 
implemented in the overlapping region of the images to perform image registration and image blending.  Image registration 
and blending were then performed using the RANSAC algorithm and transition smoothing method.  Finally, sequential images 
were warped into a single frame to produce a panoramic tray image with high resolution and better quality.  The test results 
showed that the PC-SURF algorithm greatly outperforms the SURF algorithm in point matching accuracy, time consumption, 
and image mosaic accuracy.  The average feature point matching accuracy of the PC-SURF algorithm was improved by 
approximately 7.14%.  The implementation time was almost three times faster.  The Root Mean Squared Error (RMSE) of 
image blending in the R, G, B channels (RMSEr, RMSEg, and RMSEb) decreased by approximately 8.4%, 6.9%, 6.9% 
respectively.  The RMSE of image registration RMSEreg decreased by 33.8%.  In addition, the speed of the nursery tray 
image mosaic technology could meet the requirements for real-time implementation in super hybrid rice automated sowing 
machines. 
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1  Introduction  

Super hybrid rice is an important grain crop in China and is 
mainly planted using nursery-transplanting techniques.  To ensure 
high tiller ability and high yield production, super hybrid rice 
should be sowed at a stable and precise sowing rate of 
approximately 2-3 seeds per tray cell[1].  In practice, sowing 
performance of precision seeder is influenced by not only the 
operational parameters but also the physical properties of rice[2], 
and the sowing quantity varies during the sowing process.  To 
solve the problem, it is necessary to precisely estimate the sowing 
quantity of each plug tray cell.  When sowing performance gets 
worse, mechanical reseeding and automatic operation parameters 
adjustment of the seeder have to be implemented. 

In the previous work, a machine vision based system was 
established to estimate the nursery tray sowing quantity[3], in which 
the method combined with feature extraction of one group of seeds 
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and BP neural network was used to detect seed quantity. Because 
the super hybrid rice is of small diameter, whose average length, 
width and thickness were about 6 mm, 2 mm, 2 mm, respectively.  
The precision seeder sowed seeds onto a tray about 600 mm ×  
300 mm × 30 mm (length × width × height).  Usually 40-50 g 
seeds, which were approximately 1400-1500 grains, were sown 
onto each tray.  If one panoramic nursery tray image was captured 
by using an industrial camera, the image might include a lot of 
background information and the resolution of each seed would be 
poor.  Consequently, the estimation result of sowing quantity got 
worse and the average accuracy was approximately 72.1%.  
Instead, the nursery tray images can be obtained in sequence, and 
each image captured part of the tray scene.  In this way, high 
resolution of each seed could gain and the average estimation 
accuracy of sowing quantity for each image was 94.4%.  But two 
problems might exist, one is that, if there is no overlapping region 
between adjacent images, some tray sowing quantity information 
might be lost.  The other is that, if there are overlapping regions 
between adjacent images, there might be a lot of redundant 
information.  It is hard to obtain the sowing performance of the 
whole nursery tray.  So when sowing process got worse, it was 
inconvenient to locate the disqualified tray cells in both cases and it 
was hard to implement mechanical reseeding operation.  
Therefore, computer vision algorithms such as a fast nursery plug 
tray image sequence mosaic algorithm proposed in this paper are 
required to stitch consecutive images together to form a panoramic 
nursery tray image so as to obtain sowing performance of the 
whole nursery tray. 
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The image mosaic is a technique to combine multiple 
photographic images from one or more cameras with overlapping 
fields of view to produce a panoramic image and eliminate 
redundant information.  Recently, there have been many 
applications in precision agriculture[4-8], 3D image reconstruction[9] 
and crop diagnostic and monitoring systems[10].   

In general, image mosaic method can be divided into two steps: 
image registration and image blending.  Currently, based on the 
image information used, the image registration methods can be 
divided into two categories: frequency domain methods and spatial 
domain methods.  The Phase Correlation algorithm is a frequency 
domain method.  It calculates the spatial displacement between 
consecutive images based on the information from their 2D Fourier 
transforms.  It is also a simple one-step registration process that 
makes fast implementation possible.  The Phase Correlation 
algorithm has been applied to many registration applications[11].  
However, in the Phase Correlation algorithm, when the two images 
to be analyzed are not identical (except for a translative shift), 
multiple peak values may result from this, which approximately 
matches the maxima in the δ function array of the inverse Fourier 
transformation.  To obtain a precise displacement between images, 
multiple iterating calculations are required[12].  Furthermore, 
Phase Correlation algorithm can only be implemented on two 
images with the same size.  Therefore, drawbacks of Phase 
Correlation are its poor performance and strict requirements on the 
size of the stitched images.  There are other spatial domain 
methods that can also be used to tackle the image registration 
problem, such as the template-matching algorithms and 
feature-based algorithms[13,14]

.  The Speeded Up Robust Features 
(SURF) algorithm proposed by Bay[15] is a feature-based algorithms.  
It has recently gained popularity because of its promising 
performance and its rotation, scale and illumination-invariant 
properties[16].  The SURF algorithm makes use of integral images 
to efficiently compute an approximation of the Hessian matrix.  It 
is widely applied in the field of precision agriculture[10].  However, 
the detectors in the SURF algorithm need to work at different 
scales, and the search for correspondences often requires the 
comparison of images at different scales, which is time consuming.  
Additionally, SURF’s descriptors are formed and described by a 
64-dimensional vector for each feature, which means the more 
SURF feature points detected, the longer the computation time 
consumed.  Therefore, the drawback of the SURF method is the 
huge computational complexity in the feature extraction stage 
because of the large number of features present in one entire image.  
Considering that the two adjacent images are only partially 
overlapped, if the SURF features are extracted and matched from a 
limited region instead of the entire image, the computational 
complexity can be greatly reduced[17].  The limited region can be 
detected using Phase Correlation algorithm.   

In this paper, a fast image mosaic technique that combines 
Phase Correlation and the SURF algorithm (PC-SURF) was 
proposed, which significantly improved the performance compared 
with the SURF mosaic algorithm.  In the PC-SURF algorithm, 
firstly the Phase Correlation algorithm was applied to two 
consecutive images to approximately locate the overlapping 
regions between them; then, the SURF algorithm was implemented 
in the overlapping region of the images to perform image 
registration.  The test results showed that the proposed PC-SURF 
algorithm outperformed the SURF algorithm in feature point 
matching accuracy, time consumption, and image blending and 
registration accuracy. 

2  Materials and methods 

2.1  Experimental systems 
Using a digital camera, sequential images with overlapping 

regions of interest can be stitched together to generate 
high-resolution panoramic images.  In this study, our previously 
developed machine vision system[3] is used to investigate a fast 
nursery plug tray image mosaic technique.  The system consists of 
five main components: a digital camera, a computer, an infrared 
photoelectric sensor module, illuminants and illuminant cabinet.  
It is placed between the precision seeder and soil coverer device, as 
shown in Figure 1. 

 
1. Precision seeder  2. Soil coverer  3. Digital camera  4. Infrared photoelectric 
sensor module  5. Illuminants  6. Illuminant cabinet  7. Nursery plug tray   
8. Computer 

Figure 1  Schematic diagram of machine vision-based system 
 

The digital camera is a Logitech C920, and its resolution is 
720×960 pixels.  Logitech C920 has automatic focus which made 
it more convenient to use in the fieldwork.  It is mounted on the 
illuminant cabinet and aimed vertically downward to capture the 
top view of the nursery tray.  The computer is configured with a 
2.3 GHz CPU and 4 GB RAM.  An infrared photoelectric sensor 
module is used to detect whether the nursery tray reach the capture 
area of the camera.  In the image acquisition process, the nursery 
trays move from left to right across the automated sowing machine.  
When a nursery tray reach the capture area, the infrared 
photoelectric sensor detect it and feed the signal back to the 
connected computer, which trigger the camera to capture the tray 
image sequence at a fixed interval.  To acquire high-quality tray 
images, an illuminant cabinet with four LED illuminants is 
installed in the capture area. 

The size of the nursery tray is approximately 600 mm×280 mm, 
with 30×14 cells.  The camera is set to capture approximately 1/3 
of the size of the nursery tray, as shown in Figure 2a.  To ensure 
that there is approximately 30% to 50% overlapping region 
between adjacent images, five images are captured for each nursery 
tray at a fixed interval.  Sequential images are shown in Figures 
2b-2f.  The software program platform for the nursery plug tray 
image mosaic system is Matlab (The Math Works, Inc., USA, and 
Version2010). 
2.2  Image mosaic methodologies 
2.2.1  The Phase Correlation algorithm 

The Phase Correlation algorithm exhibits a distinct maximum 
at the location where two images match[18].  It can be described as 
follows: let f1 and f2 be two adjacent images that are displaced by 
(x0, y0) pixels 

2 1 0 0( , ) ( , )f x y f x x y y= − −             (1) 

where, x and y are any pixel locations within the image f2; x0 and y0 
are the displacements in x and y directions.  Their corresponding 
Fourier transforms F1 and F2 are related by 

0 0( )
2 1( , ) ( , ) j ux vyF u v F u v e− +=             (2) 

where, u and v are the x and y pixel locations, as expressed in the  
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frequency domain.  Rearranging Equation (2) and multiplying the 
numerator and denominator of the left term by the conjugate, and 
the normalized cross power spectrum of the two images is given as 

0 0

*
( )2 1

*
2 1

( , ) ( , )
( , ) ( , )

j ux vyF u v F u v
e

F u v F u v
− +=           (3) 

The inverse Fourier transform can be applied to Equation (3), 
and a Phase Correlation functionδ is given as 

0 0

*
( )1 12 1

0 0 *
2 1

( , ) ( , )
( , ) [ ] [ ]

( , ) ( , )
j ux vyF u v F u v

x y F F e
F u v F u v

δ − +− −= =   (4) 

where, δ is a two-dimensional function array.  The δ function 
array has a peak at the point of the maximum correlation at (x0, y0) 
between images f1 and f2, and values of approximately zero 
elsewhere.  To improve the robustness of the Phase Correlation 
algorithm[19], the Canny operator was applied to extract the 
contours of the binary sowing tray image, then, Phase Correlation 
was applied to the contour-images instead of the original images.  
Two adjacent images were captured from the machine vision-based 
system, and their contour-images and phase correlation map are 
shown in Figures 3a-3c. 

 

 
a. Tray image b. Image 1 c. Image 2 

 
d. Image 3 e. Image 4 f. Image 5 

 

Figure 2  Nursery tray image sequence acquisition 
 

a. Contour image 1 of nursery tray b. Contour image 2 of nursery tray c. Phase correlation map of image 1 and image 2
 

Figure 3  Displacement parameters estimation using Phase Correlation 
 

In an ideal case that two images are exactly the same, there is 
only one maximum peak.  However, two adjacent images are only 
partially the same, which results in multiple peak values close to 
the maximum in the δ function array of the inverse Fourier 
transformation, and there is an edge effect caused by the periodicity 
of the Fourier transformation, as shown in Figure 4c.  Although 
there are multiple peaks, they are quite concentrated.  Hence, we 
can extract one of the maximum peaks to approximately determine 
the displacement and locate the overlapping region of two adjacent 
images.  If the displacement of the two images f1 and f2 is (a, b) 
and the size of the seeded tray image is m/pixels×n/pixels, the 
overlapping regions of the two images can be described as 

Overlapping region of f1: [a:m, b:n]                  (5) 
Overlapping region of f2: [1:m – a+1, 1:n – b+1]         (6) 

2.2.2  SURF algorithm 
The SURF algorithm[15] is an emerging feature extraction 

method that consists of a feature detector and feature descriptor.  
The SURF feature is invariant to rotation, scale and illumination. 

1) Fast-Hessian SURF Detector 
SURF uses the determinant of the Hessian matrix as a 

discriminant to identify local maximum values, and it is based on 
scale space theory[20].  Given a pixel X=(x, y) in image f(X), its 
Hessian matrix H(X, σ) at scale σ is defined as 

( , ) ( , )
( , )

( , ) ( , )
xx xy

xy yy

L X σ L X σ
H X σ

L X σ L X σ
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

           (7) 

where, Lxx(X, σ) represents the convolution result of the Gaussian 

second-order filter 

2

2 ( )g σ
x

∂
∂  

with image function I(X) at point 

X=(x, y), which is similarly for Lxy(X, σ)
 

and Lyy(X, σ).  By 
computing the determinant of the Hessian Matrix for each pixel in 
the image, the feature point value is obtained. 
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In actual calculation, Bay[17] proposed a box filter 
approximation instead of a Gaussian second-order filter.  Lxx, Lxy and Lyy 

are simplified as Dxx, Dxy 
and Dyy.  These approximate 

second-order Gaussian derivatives can be evaluated very rapidly 
using integral images, independently of image size.  Therefore, 
the approximate determinant of the Hessian matrix Happrox 

can be 
described as 

det(Happrox) = DxxDyy – (0.9Dxy)2

      
      (8) 

The construction of a scale image pyramid in the SURF 
algorithm is divided into octaves, and there are scale levels in each 
octave, which represent a series of filter response maps obtained by 
convolving the same input image with a box filter of increasing 
size.  To localize feature points in the image and over scales, 
non-maximum suppression in a 3×3×3 neighborhood is applied.  
The maxima of the determinant of the Hessian matrix are then 
interpolated in scale and image space. 

2) SURF descriptor 
The SURF descriptor is obtained by calculating the main 

direction and feature vector[21].  First, the feature point is set as the 
center, and the Harr wavelet responses in the x and y directions 
within a circular neighborhood of radius 6 s around the feature 
point are calculated, where s is the scale at which the feature points 
are detected.  The Harr wavelet responses are represented as 
vectors.  Then, all of the vectors in the x and y directions of the 
Harr wavelet responses within a sliding orientation window 
covering an angle of size π/3 around the feature point are summed 
up.  The two summed responses yield a new vector.  Finally, the 
longest vector is the dominant orientation of the feature point. 

For extraction of the descriptor, a square region with a size of 
20 s is constructed, and the region is split into 4×4 square 
sub-regions with 5×5 regularly spaced sample points inside.  This 
preserves important spatial information.  For each sub-region, the 
Harr wavelet responses dx in the x direction and dy 

in the y direction 
are computed.  The responses are weighed with a Gaussian kernel 
centered at the feature point.  The responses over each sub-region 
for dx and dy are summed up separately.  At the same time, the 
sum of the absolute values of the responses, |dx| 

and |dy| 
are 

extracted.  Hence, each sub-region has a 4-dimensional descriptor 
vector v for its underlying intensity structure 

( , , , )x y x yv d d d d= ∑ ∑ ∑ ∑            (9) 

Concatenating this for all 4×4 square sub-regions will result in 
a descriptor vector of length 64. 
2.2.3  Image registration 

After generating feature descriptors with 64 dimensions, the 
Euclidean distance similarity judgment method matches the SURF 
descriptors 

64
2

2 1
1
( ( ) ( ))

i
D v i v i

=

= −∑               (10) 

where, the minimum distance Dmin and the second-minimum 
distance Dscnmin are calculated by Equation (10).  The ratio is 
R=Dmin/Dscnmin, where R is less than a given threshold.  In our tests, 
it was defined as 0.49.  After feature matching, there will be many 
coarse matched points.  Random Sample Consensus 
(RANSAC)[22] was employed to refine the coarse matched points.  
The RANSAC algorithm estimates a transformation model 
(homography) according to all of the matched points.  It keeps the 
points which comply with the models as inliers and discards the 
other points which fail to comply with the model as outliers.  With 
the accurate matching points, the projective transformation matrix 
Hpro

[23] between two images f1 and f2 is as follows 

2 1 2 3 1

2 4 5 6 1

7 81 1 1

x h h h x
y h h h y

h h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

            (11) 

          
1 2 3

4 5 6

7 8 1
pro

h h h
H h h h

h h

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

              (12) 

where, (x1, y1) in image f1 and (x2, y2) in image f2 are matching 
points after RANSAC.  With at least 4 pairs of matching points, 
Hpro can be calculated. 
2.2.4  Image blending 

After the projective transformation matrix Hpro is obtained, the 
overlapping region can be accurately calculated.  Image blending 
is applied to smooth the overlapping regions and combine the 
images into a panoramic image.  Transition smoothing methods[20], 
also known as alpha blending methods, attempt to minimize the 
visibility of the seams by smoothing the common overlapping 
regions of the stitched images.  A slow transition weight ω from 
the first image to the second image in the overlapping region is 
implemented, which is proportional to its distance from the 
overlapping region. 

If f1(x, y) and f2(x, y) are two adjacent images, and f(x, y) is the 
blending image 

1 1

1 1 2 2 1 2

2 2

( , ) ( , )
( , ) ( , ) ( , ) ( , ) ( , )( , ) ( )

( , ) ( , )

f x y x y f
f x y ω x y f x y ω x y f x y x y f f

f x y x y f

⊂⎧
⎪= + ⊂ ∩⎨
⎪ ⊂⎩  

(13) 
The smooth transition can be achieved in the x direction, y 

direction or in both directions.  In our experiment, the smooth 
transition needs to be achieved in the y direction 

1 2( ) , ( ) UD

D U D U

y yy y
y y

y y y y
ω ω

−−
= =

− −
        (14) 

where, yU and yD are the upper and lower boundaries of the 
overlapping region. 
2.2.5  The proposed PC-SURF algorithm 

The SURF algorithm need to work at different scales, and the 
search for correspondences often requires the comparison of 
images at different scales, which is time consuming.  In addition, 
SURF’s descriptors are formed and described by a 64-dimensional 
vector for each feature.  To improve the huge computational 
complexity in SURF algorithm, the PC-SURF image mosaic 
algorithm was proposed based on Phase Correlation and SUFR 
algorithm.  It is divided into two main steps.  First, the 
overlapping region between two adjacent images is determined 
using a Phase Correlation algorithm, which aims to reduce the 
processing area for further feature extraction.  Second, the SURF 
features are extracted from the overlapping region for feature point 
matching.  These features are matched to determine the 
correspondence between images.  Image registration and blending 
are then performed using the RANSAC algorithm[24] and transition 
smoothing method[25].  Finally, the image sequence is warped into 
a single frame to produce an entire plug tray panoramic image. 

Before the Phase Correlation algorithm, some image 
preprocessing have to be done.  The images are firstly segmented 
to rice seeds from background.  The Otsu threshold is used to 
produce a complete binary image segmenting the seeds against the 
background.  Then the Canny operator is applied to extract the 
contours of the binary sowing tray image.  The operating 
procedure is outlined in Figure 4. 
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Figure 4  Flow chart of the PC-SURF algorithm framework 

 
 

3  Experiments and results 

3.1  Displacement estimation of two adjacent images based on 
Phase Correlation 

Nursery trays were transported by a conveyor belt with an 
adjustable speed ranging from 0.062 m/s to 0.13 m/s, 
corresponding to 450 trays/h to 800 trays/h.  The displacements of 
two adjacent images captured from the camera at a fixed interval of 
1 s, 1.5 s and 2 s were estimated respectively.  Figure 5 showed 
the results of the displacement of two adjacent images 
corresponding to different conveyor speeds, where a represented 
the vertical displacement and b represented the horizontal 
displacement.  This figure was plotted by averaging 10 
independent test samples for each conveyor speed.   

 
Figure 5  Vertical and horizontal displacement averaged over 10 

samples with different conveyor speeds 
 

A careful examination of Figure 5 revealed that there is a linear 
relationship between the conveyor speed v and vertical 
displacement a with different captured intervals.  Equations (15), 
(16) and (17) expressed the linear relationship with v>0.062 m/s 
when the captured intervals were set 1 s, 1.5 s and 2 s respectively.  
Meanwhile, there was no great change in the horizontal 
displacement b at different conveyor speeds.   

300.5 9.31a v= −                  (15) 
378.2 22.35a v= −                 (16) 
492.2 16.24a v= −                 (17) 

When two images with different size is about to be mosaic, 
Equation (15), (16) and (17) can be applied to determine the 
overlapping region of the images. 
3.2  Nursery tray image mosaic quality estimation 

Five images were captured for each nursery tray, numbered as 
1, 2, 3, 4, and 5.  The nursery tray sequential images shown in 
Figs. 2b-2f were subjected to the proposed framework shown in 
Figure 3.  First, image1 and image 2 were stitched as image 1-2, 

and image 3 and image4 were stitched as image 3-4.  Then, image 
1-2 and image 3-4 were stitched as image 1-2-3-4.  Finally, image 
1-2-3-4 and image 5 were stitched to form the panoramic image.  
The image mosaic result was presented in Figure 6.  It was 
evident that the panoramic view of the nursery tray was very well 
reconstructed, as the seams of the constituent images were hardly 
noticeable.  Because there is slight distortion in the lens, the 
image sequence is transformed by perspective collineation several 
times and the deformation is accumulated and magnified, so there 
is a little distortion in the panoramic image.  Furthermore, to 
prove the practicality of the proposed work, the SURF algorithm 
and the PC-SURF algorithm were tested on a nursery tray image 
sequence and compared with respect to the number of matching 
points, time consumption and image mosaic accuracy specification.  
In the experiments, the conveyor belt speed was set to 0.084 m/s, 
corresponding to 500 trays/h.   

 
Figure 6  Nursery tray image sequence mosaic result 

 

First, feature point matching quality experiments were 
carried out.  Figure 7 showed results of the numbers of feature 
points, initial matching point pairs and precision matching point 
pairs after RANSAC when using the SURF algorithm.  638 and 
693 feature points were detected in image3 and image4 
respectively, as shown in Figure 7a and Figure 7b.  Thereafter, 
the number of initial matching point pairs were 122 (shown in 
Figure 7c), and the number of precision matching point pairs after 
RANSAC were 86 (shown in Figure 7d).  On the other hand, 
Figure 8 shows the results of the PC-SURF algorithm.  Because 
the SURF algorithm was restricted to the overlapping region 
detected by Phase Correlation, only 378 and 377 feature points 
were detected in image 3 and image4 respectively, as shown in 
Figure 8a and Figure 8b.  The number of initial matching point 
pairs were 132 (shown in Figure 8c), and the number of precision 
matching point pairs after RANSAC were 98 (shown in Figure 
8d).  The specific experimental data were shown in Table 1.  
Although much fewer feature points were detected using the 
PC-SURF algorithm than using the SURF algorithm, the 
matching accuracy was higher, which implied better feature point 
matching quality. 
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a. Feature points detected in image 3 b. Feature points detected in image 4

 

 
c. Initial matching point pairs of SURF algorithm 

 
d. Precision matching point pairs after RANSAC 

Figure 7  Feature points, initial matching point pairs, and 
matching point pairs after the RANSAC of the SURF algorithm 

 
a. Feature points detected in image 3 b. Feature points detected in image 4

 

 
c. Initial matching point pairs of the PC-SURF algorithm 

 
d. Precision matching point pairs after RANSAC 

Figure 8  Feature points, initial matching point pairs, and 
matching point pairs after the RANSAC of the PC-SURF algorithm 

 

Table 1  Feature point pairs matching accuracy results 
 SURF algorithm PC-SURF algorithm 

 
SURF feature 

points in  
image 3 

SURF feature 
points in  
image 4 

Matching  
point pairs 

Matching point 
pairs after 
RANSAC 

Matching 
accuracy

SURF feature 
points in  
image 3 

SURF feature 
points in  
image 4 

Matching  
point pairs 

Matching point 
pairs after 
RANSAC 

Matching 
accuracy

1st mosaic 617 601 110 85 0.77 348 326 118 91 0.77 

2nd mosaic 638 693 122 86 0.70 378 377 98 132 0.74 

3rd mosaic 840 929 77 43 0.56 328 343 50 79 0.63 

4th mosaic 1374 670 68 40 0.58 319 321 41 61 0.67 
 

Next, the mosaic time consumption was analyzed and 
compared.  Each test result in Table 2 was the average of 10 
independent test sample results.  The time consumption increased 
dramatically with stitching frequency, when the SURF algorithm 
was applied.  However, the time consumption of each mosaic 
process was less and remained stable when the PC-SURF algorithm 
was used.  The mosaic time consumption using the proposed 
algorithm was much less than that using SURF.  The total time 
using the SURF algorithm for forming the nursery tray panoramic 
image was 19.37 s, while it was 6.63 s using the PC-SURF 
algorithm.  The rice seedling automated sowing machines usually 
operate at a speed of 500 trays/h, which is approximately 7.2 s/tray.  
Thus, 6.63 s met the online testing requirements. 

 

Table 2  Mosaic time consumption results 

Time 
consumption/s 1st mosaic 2nd mosaic 3rd mosaic 4th mosaic Total time

SURF algorithm 3.28 3.35 5.91 6.83 19.37 

PC-SURF 
algorithm 1.69 1.74 1.75 1.45 6.63 

 

Finally, the Root Mean Squared Error (RMSE) was calculated 
to quantitatively describe the image mosaic accuracy specification 
since the RMSE was unaffected by the individual error points 
observed.  The smaller the RMSE was, the higher the matching 
accuracy was.  The quality of the image mosaic mainly depended 
on the accuracy of the image registration and image blending.  In 
our experiments, Equations (18)-(20) defined the RMSE of image 
blending in the R channel RMSEr, the G channel RMSEg, and the B 
channel RMSEb, respectively.  Equation (21) defined the Root 
Mean Squared Error of image registration, RMSEreg. 
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where, f1R(i, j), f1G(i, j), and f1B(i, j) represented the intensity values 
for the R, G, B channels of the base image f1; fR(i, j), fG(i, j), and 
fB(i, j) represented the intensity values for the R, G, B channels of 
the blending image f; row and col represented the size of the 

overlapping region of adjacent images f1 and f2, which can be 
calculated after image registration.  h1, h2, h3, h4, h5 and h6 were 
parameters of the projective transformation matrix Hpro, which 
were estimated by the RANSAC algorithm.  (xi, yi) was feature 
point in image f1, and (x′i , y′i) was the corresponding matching 
point in image f2.  The specific experimental data of the above 
were shown in Table 3.  Each group of test results was the average 
of 10 independent test sample results. 

 

Table 3  Root mean squared error (RMSE) results of image registration and blending 

 SURF algorithm PC-SURF algorithm 

 RMSEr RMSEg RMSEb RMSEreg RMSEr RMSEg RMSEb RMSEreg 

1st mosaic 13.34 13.61 14.02 4.65 12.94 13.08 13.49 4.1 

2nd mosaic 15.5 15.81 15.83 4.12 15.5 15.77 15.85 3.69 

3rd mosaic 21.5 21.52 20.62 17.99 20.26 20.33 19.43 6.68 

4th mosaic 29.87 32.04 32.3 42.49 26.24 28.11 28.3 31.37 

Average error 20.05 20.75 20.69 17.31 18.73 19.32 19.27 11.46 
 

3.3  Analysis 
Because the camera is directed vertically downward to capture 

the top view of the nursery tray, there shows a linear relationship 
between the conveyor speed and the vertical displacement, while 
the horizontal displacement is almost constant across different 
conveyor speeds.  Based on the experimental results from Tables 
1-3, the PC-SURF algorithm has a much better mosaic result than 
the SURF algorithm, in terms of the number of matching points, 
time consumption and the values of RMSEr, RMSEg, RMSEb, and 
RMSEreg.  The average feature point pairs matching accuracy of 
our proposed algorithm is 0.70 compared to 0.65 for the SURF, an 
increase of approximately 7.14%, and the implementation time of 
our proposed algorithm is almost 3 times faster than that of the 
SURF algorithm.  Moreover, the average image blending and 
registration errors of the PC-SURF algorithm, RMSEr, RMSEg, 
RMSEb, and RMSEreg, decrease by approximately 8.4%, 6.9%, 
6.9% and 33.8%, respectively.  According to the experimental 
data, the reasons that the proposed algorithm is more effective than 
the SURF algorithm can be attributed to the following factors: (1) 
the SURF algorithm suffers from computational complexity, as the 
features are extracted from the entire image instead of only the 
matched region.  So feature point extraction from the 
non-overlapping region of mosaic images is useless for feature 
point matching.  Moreover, when the mosaic sequence increases, 
the previously stitched image size increases as well.  The time 
consumption for the feature point extraction from the stitched 
image increases dramatically.  In Table 2, the 3rd and the 4th image 
mosaics consume much more time than the 1st and 2nd image 
mosaics.  To resolve the problem, Phase Correlation is applied to 
approximately locate the overlapping region of two adjacent 
images, and the SURF algorithm and feature point extraction are 
restricted to the overlapping region, which greatly improved the 
splicing time.  (2) Generating and matching feature points are 
restricted in the overlapping region, which can avoid many wrong 
match points from non-overlapping regions and enable avoidance 
and elimination of incorrect matching point pairs.  Therefore, 
compared to SURF algorithm, the PC-SURF algorithm can 
improve the feature point matching accuracy and the image 
blending and registration accuracy. 

4  Conclusions 

A quick nursery tray image mosaic algorithm the PC-SURF 

based on Phase Correlation and SURF was proposed and evaluated 
in terms of the number of matching point accuracy, time 
consumption, and image blending and registration accuracy.  
From this research, the following conclusions can be obtained: 

(1) The PC-SURF algorithm can approximately locate the 
overlapping region of two sequential images by using Phase 
Correlation.  The generation and matching of SURF feature points 
are restricted in the overlapping region, which shortens the 
computation time and avoids incorrect matching points.  The test 
results show that the average feature point matching accuracy of 
the PC-SURF algorithm is improved by approximately 7.14%.  
The implementation time is almost three times faster.  The RMSE 
of image blending in the R, G, B channels (RMSEr, RMSEg, and 
RMSEb) decreased by approximately 8.4%, 6.9%, 6.9% 
respectively.  The RMSE of image registration RMSEreg 
decreased by 33.8%. 

(2) This nursery tray mosaic technology can meet the realtime 
requirements of super hybrid rice seedling automated sowing 
machines.  The PC-SURF algorithm achieves an average nursery 
tray mosaic speed of 6.63 s, and rice seedling automated sowing 
machines usually operate at a speed of 500 trays/h, which is 
approximately 7.2 s/tray.  The results show great practical value 
for nursery tray sowing quantity estimation. 
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