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Abstract: An internet of things-based subsoiling operation monitoring system for agricultural machinery is able to identify the 
type and operating state of a certain machinery by collecting and recognizing its images; however, it does not meet regulatory 
requirements due to a large image data volume, heavy workload by artificial selective examination, and low efficiency.  In this 
study, a dataset containing machinery images of over 100 machines was established, which including subsoilers, rotary 
cultivators, reversible plows, subsoiling and soil-preparation machines, seeders, and non-machinery images.  The images were 
annotated in tensorflow, a deep learning platform from Google.  Then, a convolutional neural network (CNN) was designed 
for targeting actual regulatory demands and image characteristics, which was optimized by reducing overfitting and improving 
training efficiency.  Model training results showed that the recognition rate of this machinery recognition network to the 
demonstration dataset reached 98.5%.  In comparison, the recognition rates of LeNet and AlexNet under the same conditions 
were 81% and 98.8%, respectively.  In terms of model recognition efficiency, it took AlexNet 60 h to complete training and 
0.3 s to recognize 1 image, whereas the proposed machinery recognition network took only half that time to complete training 
and 0.1 s to recognize 1 image.  To further verify the practicability of this model, 6 types of images, with 200 images in each 
type, were randomly selected and used for testing; results indicated that the average recognition recall rate of various types of 
machinery images was 98.8%.  In addition, the model was robust to illumination, environmental changes, and small-area 
occlusion, and thus was competent for intelligent image recognition of subsoiling operation monitoring systems. 
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1  Introduction  

Nowadays there have been rapid development and wide 
application of the Internet of things in intelligent recognition, 
positioning, monitoring, and management of agricultural machinery 
cluster operations by using satellite positioning devices, 
agricultural machinery operation state sensors, and image sensors 
for real-time detection of machinery operating states based on 
communication networks and the Internet[1-3].  To promote 
farmers to use subsoiling operations that can enhance 
permeabilities of soil, improve soil physico-chemical properties, 
grow crop root system environments without disturbing soil layer 
structure, and facilitate increases in crop yield, the Chinese 
government has launched subsoiling subsidy programs in a number 
of provinces.  However, there were some problems during 
implementation of the policy, such as subsoiling quality differences 
and false declaration of operation areas.  As a result, an Internet of 
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things-based subsoiling operation supervision system for 
agricultural machinery was developed to assist the government 
with machinery subsoiling operation quality supervision based on 
data from a global positioning system (GPS) and depth sensors, 
such as machinery path and operation depth[4-6].  Currently, over 
13 000 sets of this system have been widely used in 16 provinces 
and cities, including Anhui, Shandong, and Xinjiang.  Automatic 
recognition of machinery type and operating state by means of 
image recognition, which is a key technique for subsoiling 
operation supervision systems, is helpful to reduce the workload of 
artificial selective examination, strengthen supervision, and 
improve the intelligence of the system. 

Image recognition has been widely applied in agricultural 
science, such as for the identification of plant diseases and insect 
pests[7,8], fruit variety identification[9,10], yield estimation[11,12], and 
machinery path plans[13].  These have brought changes to 
traditional modes of production, and improved work efficiency.  
Traditional image recognition methods require image features in 
advance, with feature operators designed based on priori 
knowledge; then, a classifier is selected for classification based on 
the actual situation.  convolutional neural network (CNN)-based 
deep learning algorithms[14,15] are designed for classified image 
recognition by simulating the connections among neurons to 
automatically extract image features, which then go through 
multilayer iteration and feature abstraction based on the feature 
layering mechanism of the animal visual system.  A classical 
CNN, such as LeNet[16] and AlexNet[17], consists of a convolutional 
layer, pooling layer, and fully connected layer.  Different 
convolutional kernels are used to acquire multiple image features in 
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the convolutional layer; dimension reduction of a feature map is 
handled in the pooling layer, with major information preserved; 
then, after several convolution-pooling connections, image features 
are transformed from detailed edge information to abstract 
semantic information that then undergoes iteration in the fully 
connected layer to realize classified recognition[18-20].  CNN 
algorithms, without artificial feature extraction, have been 
favorably applied in various fields including image 
recognition[21,22], voice recognition[23,24], and natural language 
processing[25,26].  A CNN-based image recognition technique 
requires a training dataset that covers a large number of annotated 
images.  Current open-source datasets, such as cifar10, cifar100, 
and IamgeNet, provide data of general objects, such as faces, 
automobiles, birds, and fish, yet there is not any open-source data 
set of agricultural machinery. 

To achieve automatic recognition of agricultural machinery 
images, we employed a CNN-based image recognition technique in 
this study, and we studied the automatic classification method of 
massive agricultural machinery images.  We developed an image 
annotation dataset of agricultural machinery by collecting and 
collating relevant images, and then designed a CNN model 
according to the practical demands of the supervision system and 
image features of agricultural machinery. 

2  Construction of annotated agricultural machinery 
image dataset 

2.1  Images collection and collation 
Agricultural machinery images were collected from subsoiling 

operation supervision systems.  Vehicle-mounted cameras took 

images of the machinery every 2 min during operation.  Those 
images were then uploaded to the supervision system via GPRS 
wireless network.  Machinery images of five types of machines 
(subsoliers, rotary cultivators, subsoiling and soil-preparation 
machines, reversible plows, and seeders), as well as images of 
non-machinery, were sorted by analyzing subsoiling operating 
images taken in various provinces from September to October 2015, 
thereby constructing a dataset that contained 100 000 agricultural 
machinery images.  Figure 1 shows several types of agricultural 
machinery.  Of all images, 80 000 were used to construct the 
training dataset and the other 20 000 for data verification.  Table 1 
shows the distribution of different types of agricultural machinery 
images in the dataset.  The number of each type of machinery 
image was determined based on the proportion in all original 
images.  The resolution of the original image is 320×240 pixels, in 
order to accommodate network input, the size of each image in the 
dataset was converted to 64×64 pixels.  

 

Table 1  Distribution of different types of machinery 

Machinery type Training 
set/image 

Verification 
set/image 

Sample 
size/pixels 

Subsoilers 30000 7500 64×64 

Subsoiling and 
soil-preparation machines 15000 3750 64×64 

Seeders 5000 1250 64×64 

Reversible plows 8000 2000 64×64 

Rotary cultivators 15000 3750 64×64 

Abnormal images 7000 1750 64×64 

Total 80000 20000 64×64 

 
Figure 1  Agricultural Machinery Images 

 

2.2  Dataset Annotation 
Since CNN algorithms belong to supervised classification, 

annotation of massive data was required.  In this study, the 
machinery image dataset was annotated following tensorflow, a 
deep learning platform from Google.  Firstly, the collated 

training set and verification set were placed in 2 folders that each 
contained 6 types of the aforementioned images, i.e., abnormal 
data, rotary cultivators, subsoiling and soil- preparation machines, 
reversible plows, subsoilers, and seeders, with their 
corresponding folder labels established.  Next, the built-in 
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functions of tensorflow were used to convert each image into a 
fixed-length binary data, of which the first byte was the image 
label and other 64×64×3 bytes were image information.  Finally, 
the training set and verification set were converted into 2 
independent binary files, thus obtaining the annotated dataset of 
agricultural machinery. 

3  Automatic recognition algorithm of agricultural 
machinery image 

3.1  Structure of CNN 
As shown in Figure 2, the CNN structure designed in this study 

was composed of seven layers, i.e., four convolutional layers and 
three fully connected layers.  The first two convolutional layers 
were connected to the pooling layers, and the last fully connected 
layer was classified using the softmax function. 

If Xi represented the feature map of the ith layer of the CNN, 
and network input X0 was the original 64×64×3 image, then the 
convolutional layer Xi could be described as 

   1( )i i i i iX f X W b−= ∑ ⊗ +              (1) 

where, Wi is the weight vector of the convolutional kernel of the ith 
layer; the operator ⊗  represented the convolution operation 
between the convolutional kernel and image of the ith layer or 
feature map, with the convolution result added to offset bi; and the 
feature map of the ith layer is obtained using non-linear excitation 
function f(x), a Relu function that features good convergence 
performance and low computation complexity. 

The most common pooling methods include average pooling 
and max pooling.  We employed the latter in this study.  If Xi is 
the pooling layer, Xi could be described as: 

1( )i iX Maxpooling X −=                 (2) 

 
Figure 2  Structure of CNN 

 

Table 2 lists the detailed design parameters of the CNN.  
There were 32 5×5×3 convolutional kernels in layer C1, with a step 
length of 1.  Thirty-two types of features and 32 60×60 feature 
maps were extracted after image convolution.  Then, 32 29×29 
feature maps were obtained after layer S1.  Since there were 64 
5×5×32 convolutional kernels in layer C2, 64 29×29 could be 
obtained after convolution of feature maps output by layer S1.  
Then, 64 14×14 feature maps were obtained after layer S2.  Since 
there were 128 5×5×64 convolutional kernels in layer C3, 128 
14×14 could be obtained after convolution of feature maps output 
by layer S2.  Then, since there were 256 5×5×128 convolutional 
kernels in layer C4, 256 14×14 feature maps could be obtained and 
exported to layer F5 where 384 neurons were used for fully 
connected processing of 256 14×14 feature maps.  The 192 
neurons in layer F6 were used for fully connected processing of 
256 neurons.  In layer F7, the softmax function was employed to 
classify eigenvector results into 6 categories. 

 

Table 2  Parameter design of CNN 

Layer 

Detailed parameters 

Number of  
Features Maps 

Size of 
convolution 

kernel 
Strides

C1 (Convolutional layer 1) 32 5×5 1 

S1 (MaxPooling layer 1) 32 3×3 2 

C2 (Convolutional layer 2) 64 5×5 1 

S2 (MaxPooling layer 2) 64 3×3 2 

C3 (Convolutional layer 3) 128 5×5 1 

C4 (Convolutional layer 4) 256 5×5 1 

F5 (Fully connected layer 1) Number of neurons: 384   

F6 (Fully connected layer 2) Number of neurons: 192   

F7 (Softmax layer) Number of neurons: 6   

3.2  Overfitting reduction 
The phenomenon that the CNN model has a high recognition 

rate of the training set and low recognition rate for the verification 
set is known as overfitting.  This is usually caused by excessive 
model complexity, inadequate training data, or uneven distribution 
of training set images.  In this study, we used data augmentation 
and model regularization method to reduce overfitting. 
3.2.1  Data augmentation 

Two types of dataset enhancement were employed in this study: 
increasing the volume of the dataset, and improving dataset 
richness. 

The volume of the dataset is the primary condition to reduce 
overfitting and guarantee network performance.  The dataset 
volume was increased by random cropping and vertical flip: firstly, 
a 60×60 area was extracted from the center and 4 corners of the 
image for training, respectively, i.e., the dataset was enlarged by 5 
times; Due to different installation method, some machinery 
images were flipped upside down.  To balance the data of these 
images and improve the model’s recognition capability, all images 
were vertically flipped, by which the dataset volume was doubled 
while guaranteeing data richness. 

Dataset richness would ensure the model performed favorably 
in recognizing machinery images when it came to different brands 
and circumstances.  The fact that image acquisition positions are 
subject to change during operation throughout the day means that 
parts of images can be affected by illumination and shade.  
Therefore, random adjustment of brightness and contrast were used 
to improve dataset richness.  Random adjustment of brightness is 
actually random addition of a value in the range of (-63,63) on the 
basis of the original image, if the added value is positive, it 
becomes bright, otherwise it becomes dark; Random adjustment of 
contrast is actually adjust image contrast in the range of (0.2, 1.8).  
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The above two ways improves the richness of dataset, so as to 
enhance model’s recognition capability of machinery images in 
various conditions.   
3.2.2  Model regularization 

Regularization is a method for model complexity reduction.  
Optimization of the loss function tended to select small parameters 
as a result of introducing prior distribution when constraint terms 
are added to the function.  The L2 regularization method used in 
this study also does this; a regularization term was added after the 
loss function, thereby obtaining a new loss function: 

2
0 2 ω

λC C ω
n

= + ∑                 (3) 

where, C0 is the original cost function; and 2

2 ω

λ ω
n ∑  is the 

regularization term, where the square of all parameters ω is divided 
by the size of the training set sample n, and then multiplied by 
regularization coefficient λ.  This weighs the proportion of the 
regularization term in the original cost function C0.  According to 
the parameter update rule of the gradient descent method, the 
derivative of the new loss function was taken first, by which the 
updated parameter value ω' could be worked out: 

0

0

   

   1

Cω ω η
ω
C λω η η ω
ω n

ηλ Cω η
n ω

∂′ = −
∂
∂⎛ ⎞= − +⎜ ⎟∂⎝ ⎠

∂⎛ ⎞= − −⎜ ⎟ ∂⎝ ⎠

               (4)  

As seen in Equation (4), there was an attenuation factor 

1 1ηλ
n

⎛ ⎞− <⎜ ⎟
⎝ ⎠

 when the parameter of the loss function was updated.   

As a result, L2 regularization is also known as weight reduction, 
and plays two roles: reducing the impact of important 
characteristics to avoid poor generalization capability due to the 
model learning too many characteristics, and guaranteeing that the 
model has selected smaller parameters with gradient descent so that 
model complexity can be reduced. 
3.3  Improvement of model training efficiency 
3.3.1  Image normalization 

Image normalization is a method commonly used for dataset 
pre-processing in computer vision technology, following the basic 
idea of seeking a group of parameters that are able to eliminate the 
impact of other transformation functions on image transformation 
using the image’s invariant moment, i.e., enhancing the image’s 
affine transformation by transforming it into standard form.  In 
CNN algorithm, UNIT-type data whose pixel value is between 
0-255 is normalized to 0-1 to simplify calculation, accelerate 
network convergence performance, and improve network 
calculation precision.  Normalization can be divided into 
dispersion normalization and standard deviation: 

* x μx
σ
−

=                    (5) 

where, μ is the average pixel value, and σ is the standard deviation 
of all pixels.   

A normalized image is of standard normal distribution when it 
had a mean value of 0 and standard deviation of 1.  Training and 
prediction of the CNN is conducted according to statistical 
probability of a sample in the event.  The data are normalized to 
0-1 for probability distribution statistics.  The mean value of all 
pixels of the sample is 0, and with a consistent standard deviation, 

network learning rate and network convergence could be 
accelerated. 
3.3.2  Multi-GPU training 

Since there were approximately 20 000 000 parameters mostly 
generated from fully connected layers and a few generated from 
convolutional layers to be trained for the machinery recognition 
model in this study, which involved hundreds of millions of 
additions and multiplications to process all images, it would take 
5-6 d for a traditional CPU to reach convergence of the model via 
single-thread processing.  Such inefficiency is unconducive to 
parameter modification and network adjustment.  However, 
designed for large-scale and high floating-point data, the GPU 
computing module had a significantly enhanced operating rate and 
reduced operating time, owing to its large bandwidth and parallel 
data computation.  Therefore, a 2-GPU parallel computation 
method was employed in this study to train the network model, as 
shown in Figure 3. 

 
Figure 3  GPU calculation model diagram 

 

CNN training was aimed to minimize the network’s loss 
function.  The predicted value was obtained after original images 
underwent forward transmission.  The difference between 
predicted values and actual values was calculated using the square 
error cost function.  En(w,b), i.e., the error function of the nth 
sample, could be expressed as follows: 

  2
1

1( , ) ( )
2

c n n
n k kk

E w b t y
=

= −∑              (6)  

where, n
kt  is the kth dimension of the label corresponding to the nth  

sample; n
ky  is the kth network output corresponding to the nth 

sample; c is the number of categories; w is weight; and b is the 
offset value. 

The random gradient descent method was then employed for 
backward propagation of the loss value, and update network 
parameters layer-by-layer during training.  The parameter update 
rule is as follows: 

( , )
i i

i

E w bW W η
W

∂
= −

∂
               (7)  

( , )
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i
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b

∂
= −

∂
               (8) 

where, Wi is the neuron weight; bi is the offset value of the neuron; 
η is the learning rate. 

Initial learning rate () is set to 0; and the initial offset value of 
the neuron bi is set to 0.  The weight wi of each layer was 
initialized by a Gaussian distribution with a standard deviation of 
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0.01.  With 8 threads applied, the data was distributed to 2 GPU 
modules in independent batches.  Both GPUs shared the same 
model parameters and executed synchronously.  Since data 
transmission between 2 GPUs is slow, all parameters obtained were 
stored and updated in the CPU. 

4  Experiment and analysis 

4.1  Model training experiment and results 
The network model was trained using 2 NVIDIA GeForce 

GTX 1080 GPU modules in this study.  After 100 000 iterations, 
the loss function was converged to 0.01, and the recognition rate of 
the model reached 98.2% on the training set and 98.5% on the 
verification set.  For the purpose of comparison, the agricultural 
machinery image annotation dataset was then trained using LeNet 
and AlexNet.  Table 3 shows parameter configurations and 
training results of these 3 network. 
 

Table 3  Performance comparison between 3 kinds of CNNs 

Network Number of 
layers 

Input 
image size 

Training 
time/h 

Accuracy 
rate/% 

Recognition 
efficiency 

/s per image

LeNet 5 32×32 6 81 0.1 
AlexNet 8 224×224 56 98.8 0.3 

Proposed network 7 64×64 30 98.5 0.1 
 

Table 3 indicates that LeNet featured a simple structure, a 
small number of network layers, smaller input images, and the 
lowest training time; however, it had a low recognition rate of 81%, 
failing to meet practical demands.  Both AlexNet and the 
proposed machinery recognition network were able to meet 
practical demands with high recognition rates over 98%; however, 
but AlexNet was a more complicated network that required more 
parameters and nearly 60 h of training.  In comparison, the 
proposed machinery recognition network boasted a much lower 
training time, and higher efficiency in testing an image.  In 
summary, the network structure designed in this study could be 
applied to agricultural machinery recognition, and satisfied actual 
supervision requirements in terms of network structure and 
parameters, training time, recognition accuracy, and efficiency. 
4.2  Model testing experiment and results 

Since there was a great difference in the number of various 
types of machinery between the training set and verification set, the 
sample was imbalanced and accuracy inadequate in describing 
performance in practical application; thus, to construct a 
verification set for testing, we selected 200 images of each of the 5 
types of machinery in various circumstances, such as different 
brands, illumination conditions, and foreground occlusion, along 
with an additional 200 non-machinery images taken in Shandong 
Province in September, 2016.  The model was then evaluated with 
respect to recall rate and robustness. 
4.2.1  Confusion matrix and recall rate 

Confusion matrices are mainly used to compare a target result 
and measured value in image recognition accuracy evaluation.  If 
C[i,j] was a confusion matrix, the jth column represented the 
prediction category, and the total number of each column was the 
number of data that was predicted to be a part of that category; the 
ith row was the actual category the data was in, and the total 
number of each row stood for the actual number of that category.  
The value in the matrix was the number of samples actually in 
category i, but determined to be in category j. 

Recall rate is an index evaluating the performance of a 
classifier.  Subset ST was made up of n A-class samples in set S.  

When a certain classifier was used for testing S and the samples 
categorized into class A made up subset S0, 

0 0TS S S= ∩                    (9) 

where, the ratio between m and n (both being the number of 
elements of S0) was the recall rate of the classifier to A. 

Table 4 is elaborated upon as follows: 
(1) The value of matrix C[0,0] shows that there were 196 

Category 0 recognized as Category 0; the value of matrix C[0,1] 
means there were 3 Category 0 recognized as Category 1; and the 
value of matrix C[0,2] indicates that there was 1 Category 0 
recognized as Category 2.  Therefore, the recall rate of Category 0 
(non-machinery images) was 98.0%. 

(2) The value of matrix C[1,1] means there were 196 Category 
1 recognized as Category 1; the value of matrix C[1,0] means there 
was 1 Category 1 recognized as Category 0; the value of matrix 
C[1,4] suggests that there were 2 Category 1 recognized as 
Category 4; and the value of matrix C[1,5] indicates there was 1 
Category 1 recognized as Category 5.  Thus, the recall rate of 
Category 1(rotary cultivator) was 98.0%. 

(3) The value of matrix C[2,2] indicates that there were 197 
Category 2 recognized as Category 2; and the value of matrix C[2,4] 
means there were 3 Category 2 recognized as Category 4.  Thus, 
the recall rate of Category 2 (subsoiling and soil-preparation 
machine) was 98.5%. 

(4) The value of matrix C[3,3] suggests that there were 200 
Category 3 recognized as Category 3, which means that the recall 
rate of Category 3 (reversible plow) reached 100%. 

(5) The value of matrix C[4,4] means there were 198 Category 
4 recognized as Category 4; and the value of matrix C[4,3] 
indicates there were 2 Category 4 recognized as Category 3.  In 
other words, the recall rate of Category 4 (subsoiler) was 99.0%. 

(6) The value of matrix C[5,5] means there were 199 Category 
5 recognized as Category 5; and the value of matrix C[5,4] means 
there was 1 Category 5 recognized as Category 4.  Therefore, the 
recall rate of Category 5 (seeder) was 99.5%. 

 

Table 4  Confusion Matrix 

i 0 1 2 3 4 5 Recall rate/%

0 196 3 1 0 0 0 98.0 

1 1 196 0 0 2 1 98.0 

2 0 0 197 0 3 0 98.5 

3 0 0 0 200 0 0 100 

4 0 0 0 2 198 0 99.0 

5 0 0 0 0 1 199 99.5 

Note: 0-abnormal data, 1-rotary cultivator, 2-subsoiling and soil-preparation 
machine, 3-reversible plow, 4-subsoiler, 5-seeder. 
 

The average recall rate of all 6 types of images was 98.8%, 
indicating that this model had favorable robustness and superior 
practicability due to a high recognition rate to agricultural 
machinery and correct recognition even with different types of 
machinery, operating circumstances, non-machinery images, and 
illumination. 
4.2.2  Error analysis 

Falsely recognized machinery images were collected, and are 
shown in Figure 4.  The reasons for these false recognitions were 
determined as follows: 

(1) False recognition resulted from images containing only part 
of the machinery, occurring during image acquisition and due to 
camera inclination.  For example, a seeder was falsely recognized 
as a subsoiling and soil-preparation machine, as shown in image d; 
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and a subsoiling and soil-preparation machine was falsely 
recognized as a subsoiler, as shown in Figure 4i.   

(2) Soil, crop residues, and people on and around the 
machinery blocked a large proportion of the machinery, e.g., rotary 
cultivators were falsely recognized as subsoilers (Figures 4e and 
4f), and subsoiling and soil-preparation machines were falsely 
recognized as subsoilers, as shown in Figures 4h and 4k. 

(3) Some machinery had similar shapes, e.g., a subsoiler as 
shown in Figure4l was falsely recognized as a reversible plow 
because both machines shared a similar triangular framework and 
the only difference was that the subsoiler was equipped with a 
subsoiling shovel. 

(4) Inadequate data collection (Figures 4a-4d), and 
non-machinery images were falsely recognized as rotary cultivators 
because although they rare, such abnormal images were similar to 
rotary cultivator in terms of texture and color proportions. 

The above analysis suggested some deficiencies in the model:  
(1) It was weak in recognizing parts some certain machinery or 

failed to correctly recognize the machinery when there was 
large-area occlusion or only part of the machinery appeared in the 
image.   

(2) The abnormal image dataset was still inadequate, which 
resulted in incorrect recognition of some abnormalities. 

 
Figure 4  Falsely-recognized agricultural machinery images 

 

5  Conclusions 

1) We constructed an agricultural machinery image annotation 
dataset covering 6 types of images of over 100 kinds of machinery, 
i.e., subsoilers, rotary cultivators, reversible plows, subsoiling and 
soil-preparation machines, and seeders, along with abnormal data.  
There were 80 000 images in the training set and 20,000 in the 
verification set.  This dataset could be intelligently used for 
automatic recognition, detection, and tracking of agricultural 
machinery. 

2) A CNN able to automatically recognize agricultural 
machinery was designed based on practical requirements and data 
characteristics.  The machinery recognition network model whose 
recognition accuracy reached over 98% and recognition efficiency 
was 0.1 s/image was obtained with nearly 30 h of training on     
2 GPU modules using 80 000 images.  The fact that recognition 
rates of both the training set and verification set reached over 98% 

indicated that the network was robust to environmental changes, 
illumination, and small-area foreground occlusion.  It also showed 
excellent generalization performance since the samples of the 
training set and verification set did not overlap. 

3) Compared with classic LeNet and AlexNet networks, the 
machinery recognition network developed in this study featured a 
simpler structure, fewer parameters, and a shorter training time, all 
while maintaining high recognition accuracy and efficiency. 

4) Apart from the training set and verification set, 200 images 
were randomly selected from each of the 6 types to construct a test 
set in order to verify the practicability of the model.  Test results 
indicated that the recall rate of various types of machinery images 
reached an average of 98.8%, indicating superior practicability of 
the model. 

In conclusion, we constructed a CNN algorithm-based 
agricultural machinery image annotation dataset according to 
original machinery images acquired by machinery-mounted 



206   July, 2018                          Int J Agric & Biol Eng      Open Access at https://www.ijabe.org                          Vol. 11 No.4 

terminals.  This was followed by designing a CNN structure and 
model training, upon which automatic machinery recognition that 
satisfied practical demands was realized.  Follow-up studies will 
focus on local recognition to further improve the model’s capability 
to recognize machinery types. 
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