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Abstract: In the process of tracking the target of the pig, with the change of the size of the tracking target in the video image, 

the estimated tracking target scale cannot be adaptively updated in real-time, resulting in the low accuracy of the tracking target.  

In this study, a multi-channel color feature adaptive fusion algorithm was proposed, and the target scale of the pig was updated 

in real-time by utilizing the contour information of the target pig.  Experiments show that the proposed algorithm had a 

distance precision of 89.7% and an overlap precision of 87.5%, and the average running speed of this algorithm was 50.1 fps.  

The robustness of the proposed algorithm in tracking target deformation and scale variation were significantly improved, which 

satisfies the accuracy and real-time requirements of pig target tracking. 
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1  Introduction

 

China is a big country for pig breeding.  The pig breeding 

model is developing rapidly in the direction of scale, intelligence 

and welfare[1].  The monitoring of the growth status of pigs is the 

key to ensuring the healthy breeding of pigs.  At present, it relies 

on artificial monitoring of the pig breeding process, with low 

efficiency and high error rate.  The application of machine vision 

technology to monitor live pigs can effectively improve production 

efficiency.  Real-time accurate detection and tracking of pigs is a 

prerequisite for the behavioral monitoring of pig eating, drinking, 

and excretion.  Therefore, many researchers have done a lot of 

research on this.  Van et al.[2] discussed the feasibility of using a 

computer vision system to improve livestock production for the 

low productivity and product quality.  McFarlane et al.[3] used the 

blob edges of the pig in the segmented image to track the piglets in 

order to monitor the activity of the piglets in farrowing pens.  

Tillett et al.[4] used point distribution models to identify specific 

movements such as back bending and head nodding to study the 

behavioral characteristics of pigs.  Perner et al.[5] addresses the 

occlusion problem in the pig tracking process through an 

object-oriented method to prevent objects from getting separated or 

combined by the blocks.  Lind et al.[6] tracked target pigs based on 

a combination of image-subtraction and automatic threshold 

detection methods.  Ahrendt et al.[7] proposed an algorithm for 

tracking multi-target pigs, using the support map segments to build 

up a 5D-Gaussian model of the individual pigs, but when the 

animals move quickly or overlap each other, the method is difficult 

to achieve accurate tracking.  Kashiha et al.[8] painted basic 
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patterns on the back of pigs, and used Otsu method and elliptic 

fitting method to track the target pigs.  Li et al.[9] proposed an 

improved algorithm based on the adaptive Gaussian mixture model, 

which overcomes the shortcomings of the traditional Gaussian 

mixture model in pig detection.  Sun et al.[10] proposed an 

algorithm for multi-target pigs tracking loss correction based on 

Faster R-CNN.  Ju et al.[11] used the YOLO object detector to 

detect the pig target and found the possible boundary line between 

the touching-pigs by analyzing the shape.  Many algorithms have 

been proposed in the field of pig target tracking.  The problems 

such as target size change, deformation, occlusion, background 

clutters and real-time tracking are still not solved well.  

Correlation filtering is a kind of high-efficiency target tracking 

algorithm developed based on the correlation principle of signal 

processing technology.  Bolme et al.[12] applied correlation 

filtering to the tracking domain based on the Minimum Output Sum 

of Squared Error (MOSSE).  Henriques et al.[13] used Circulant 

Structure of Tracking-by-detection with Kernels (CSK) to enhance 

the tracking accuracy of the correlation filter algorithm.  In view 

of the insufficiency of the CSK algorithm feature representation, 

João et al.  used the Kernelized Correlation Filter (KCF)[14] to 

extend the HOG feature of multi-channel gradients based on CSK.  

Danelljan uses the Color Name (CN)[15] algorithm to extend the 

features of multi-channel colors based on CSK.  The above 

algorithm only considers the initial frame size and fails to 

implement the scale update as the tracking target changes in size in 

the video image.  Based on the KCF algorithm and using HOG 

features and color features, Li et al.[16] proposed Scale Adaptive 

with Multiple Features (SAMF), which uses the translation filter to 

perform target detection on multi-scale scaled image blocks.  Each 

frame size detection needs to sample 7 image blocks.  Martin et 

al.[17] proposed the Discriminative Scale Space Tracker (DSST) 

algorithm, which divides the tracking process into translation 

tracking and scale tracking.  Each frame size detection needs to 

sample 33 image blocks.  Danelljan et al.[18] proposed the fDSST 

algorithm to reduce the computational cost for the DSST algorithm.  

Besides above mentioned hand-crafted features, some trackers 

employ deep features to better describe the tracked objects.  

DeepSRDCF[19] replaces hand-crafted features with CNN features 

in a spatially regularized DCF framework.  CCOT[20] solves the 



May, 2020                Sun L Q, et al.  Pig target tracking algorithm based on multi-channel color feature fusion                 Vol. 13 No.3   181 

problem of training in a continuous spatial domain.  ECO[21] 

reduces the dimensions of the convolutional layer filter in the CNN 

features based on the CCOT algorithm.  Recent works[22-25] have 

shown impressive performance using Siamese networks.  Among 

them, SiameFC[22] employs the same CNN to extract features of 

two image patches and combine their representations using a 

similarity metric.  In general, depth feature extraction requires 

more time than traditional feature extraction[26], and the real-time 

performance of tracking is also limited. 

In the process of tracking the target of the pig, as the size of the 

tracking target changes in the video image, the tracking target scale 

cannot be adaptively updated in real-time, resulting in a low 

accuracy of the tracking target.  In this paper, a multi-channel 

color feature adaptive fusion algorithm based on histogram color 

similarity is proposed to improve the feature representation ability 

of the algorithm.  The target pig's contour information is used for 

ellipse fitting, and the ellipse's minimum positive circumscribed 

rectangle is used as the adaptive scale information of the pig target 

to improve the accuracy of the algorithm in scale estimation.  In 

this paper, the pig tracking evaluation data set is constructed to 

comprehensively evaluate the tracking performance of the 

algorithm.  The experiment shows that the robustness of the 

proposed algorithm in the tracking target deformation and scale 

change is significantly improved.  

2  Materials and methods 

2.1  Pig tracking data set 

The experimental data was collected from a pig farm in 

Shandong Province, China.  On August 12, 2014, four 24-hour 

videos of pig pens are captured.  The image resolution is 640×480 

and the frame rate is 25 frames per second.  The video capture 

device is installed above the side of the pens.  The captured video 

images are randomly divided into two groups, the first group is 

used for algorithm comparison research, and the second group is 

used for practical application testing.  In order to test the effect 

of the algorithm on scale variation and deformation, according to 

the OTB (Online Object Tracking) tracking dataset [27,28] standard, 

a tracking dataset with 15 fully annotated sequences (numbered 

S1, S2, ..., S15) is built using the first group of video to the 

facilitate evaluation of tracking.  The dataset contains a variety 

of factors that affect the accuracy of the target tracking algorithm, 

such as deformation, occlusion, fast motion, motion blur, and 

illumination variation.  The dataset overview is shown in Table 

1, and the partial images with ground-truth annotations are shown 

in Figure 1. 

Table 1  Description of the dataset 

Sequence Description Number of Frames 

S1 SV, DEF, MB, BC 379 

S2 SV, DEF, FM, IPR 119 

S3 OCC, DEF, MB, FM, IPR 98 

S4 IV, SV, OCC, DEF, IPR 760 

S5 IV, SV 129 

S6 IV, SV, DEF, NIG 211 

S7 SV, DEF, IPR, NIG 558 

S8 SV, DEF 112 

S9 IV, SV, OCC, DEF, 450 

S10 IV, SV, DEF, MB, FM, IPR, 110 

S11 IV, SV, DEF, IPR 275 

S12 IV, SV, OCC, DEF, BC 252 

S13 IV, SV, DEF, BC 136 

S14 SV, DEF, BC 275 

S15 IV, SV, OCC, DEF, BC 360 

Note: IV: Illumination Variation; SV: Scale Variation; OCC: Occlusion; DEF: 

Deformation; MB: Motion Blur; FM: Fast Motion; IPR: In-Plane Rotation; BC: 

Background Clutters; NIG: Night 

 
Figure 1  Partial images with ground-truth annotations 

 

2.2  Algorithm principle 

2.2.1  Correlation filter tracking principle 

The correlation filtering algorithm uses the initial tracking 

target gray information to train the filter h.  Searching for the pixel 

coordinates of the maximum value in the target candidate region 

response output g by using the filter, that is the new position of the 

tracking target; The filter is updated in real-time based on the target 

tracking results.  In order to speed up the operation, the above 

calculations are computed in the Fourier domain Fast Fourier 

Transform[29], which is expressed as follows: 

F(g) = F(f) ⊙F(h)*                 (1) 

The ⊙ symbol denotes element-wise multiplication, * indicates 

the complex conjugate, g indicates the response output, f indicates 

the input image, and h indicates the filter template, F is the fast 

Fourier transform.  

2.2.2  Color multi-channel feature selection and adaptive weighted 

fusion algorithm 

In the RGB space, the 12 channel color feature maps of the 

tracking target are extracted according to Equation (2), and the 

statistical tests are performed on each color channel, and then 

several color channels are further selected as the color features of 

the tracking target.  The Center Location Error (CLE) is computed 

as the Euclidean distance between the estimated center location of 

the target and the ground-truth.  The smaller the CLE is, the better 

the tracking performance.  In this paper, the Average Center 

Location Error (ACLE) of the 15 annotated sequences shown in 
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Table 1 is used as the evaluation index of the color feature channel 

screening, and the calculation is shown in Equation (3).  The test 

results are shown in Figure 2.  As can be seen from the figure, the 

ACLE of the I7, I11, and I12 color channels is small.  The algorithm 

extracts the I7, I11, and I12 color channels to enhance the 

performance of the algorithm. 
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where, m is the number of sequences; n is the number of video 

frames of the Sm sequence, (xij,yij) is the tracking center coordinate, 

and ( gt
ijx , gt

ijy )
 
is the true ground-truth center coordinate. 

 
Figure 2  Average Center Location Error in 12 color channels 

 

In order to further improve the tracking accuracy of the 

algorithm, the color histogram is used to establish the probability 

distribution of the tracking target color, and the Bhattacharyya 

Distance is used to measure the similarity of the color distribution 

of the target window of two adjacent frames[30].  The pixel value 

of the target window pixel is represented by {zi}, and the histogram 

of the t-frame tracking target window is modeled according to 

Equation (4). 
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where, zt, zi respectively represent the center point pixel and the ith 

pixel value of the tracking target window; d is the total number of 

pixels of the tracking target window; u is the number of color gray 

segments, k is the maximum number of segments of the color gray; 

K(||z||2) is the kernel function; h is the bandwidth of the kernel 

function; δ[(zi)–u] is the Kronecker pulse function, the function 

(zi) maps each pixel into the corresponding feature space; C is a 

normalization constant.  Similarly, the t+1 frame candidate 

tracking target histogram is modeled as shown in Equation (5), and 

zt+1 is the t+1 frame candidate tracking target center pixel value. 
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The upper and lower frame similarities ρ7, ρ11 and ρ12 of the I7, 

I11, and I12 color channels are calculated by the above equations.  

The center coordinate I7(xt+1, y t+1), I11(xt+1, y t+1), I12(xt+1, y t+1) 

of the t-th frame were calculated by the three color channels, and 

then the center position I(xt+1, yt+1) of the tracking target of the t+1th 

frame can be calculated as follows: 

7
1 1 7 1 1

7 11 12

11 12
11 1 1 12 1 1

7 11 12 7 11 12

( , ) * ( , )

* ( , ) * ( , )

t t t t

t t t t

I x y I x y

I x y I x y



  

 

     

   

   

 
 


   

  (7) 

2.2.3  Adaptive scale update algorithm based on ellipse fitting 

In order to enhance the robustness of the algorithm to the scale 

variation in the tracking process, the Otsu method[31] is used to 

segment the target pig in the current frame search region, and then 

the target pig edge contour coordinate G(x, y) is extracted from the 

segmented image.  The ellipse is fitted by the least squares method, 

and the minimum positive circumscribed rectangle of the ellipse is 

used as the adaptive scale information of the pig target.  The 

elliptic equation is as shown in Equation (8) and the effect is shown 

in Figure 3.  In order to maintain a robust filter, the filter scale is 

updated by the nearest neighbor interpolation method while the 

estimated scale is updated.  Experiments show that this method 

can enhance the robustness of the algorithm to deformation and 

scale variation. 
 

 
Figure 3  Scale information obtained by ellipse fitting 
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f(α,X) = αX=Ax2+Bxy+Cy2+Dx+Ey+F=0        (8) 

where, α is [A, B, C, D, E, F]; Xi indicates the ith contour 

coordinate 

2 2[ , , , , ,1]i i i i i ix x y y x y ; substituting the edge contour 

coordinates G(x, y) of the pig into Equation (8): 
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where, n is the total number of edge contour pixels, to minimize the 

above formula 0
f f f f f f
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3  Results and discussion 

3.1  Quantitative evaluation 

In order to comprehensively evaluate the performance of the 

tracking algorithm in terms of deformation, scale variation and 

occlusion, the tracking dataset with 15 fully annotated sequences 

shown in Table 1 are selected to quantitatively evaluate the 

proposed method with baseline algorithms of KCF, fDSST, 

SiameFC and ECO.  Two evaluation indices were compared: 

Distance Precision (DP) and Overlap Precision (OP).  DP is the 

relative number of frames in the sequence where the center location 

error is smaller than a certain threshold.  The threshold (d) is 

taken from 0 to 50 to draw the precision plot, and the calculation 

formula is as shown in Equation (10).  OP is defined as the 

percentage of frames where the bounding box overlap exceeds a 

threshold a[0, 1], and the calculation formula is as shown in 

Equation (11). 
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In the above two formulas, b() is the indicator function, and 

When  is true or false, the value is 1,0 respectively; n is the total 

number of frames of the video sequence. 

All the experiments are conducted on an Intel i7-6700 CPU 

(3.40 GHz) PC with 16 GB memory.  We implemented the 

proposed tracker by native Matlab without optimization.  The 

average distance and overlap precision of the algorithm are tested 

and compared on the 15 tracking sequences shown in Table 1.  As 

shown in Figure 4, and the red curve represents our algorithm, and 

the blue, green, yellow and magenta curves represent the KCF, 

fDSST, SiameFC and ECO algorithms, respectively.  It can be 

seen from the figure that the distance precision value and the 

overlap precision value of our algorithm under different thresholds 

perform better than other algorithms.  The criterion is to use less 

than 20 pixels as the distance threshold and greater than the overlap 

threshold of 0.5 as the criterion for judging whether the tracking 

process is successful[15, 27-28].  On the distance precision (DP), the 

average precisions of the KCF, fDSST, SiameFC and ECO 

algorithms on 15 tracking sequences are 54.0%, 63.3%, 66.2% and 

71.0%.  The average precision of our algorithm is 74.3%, which is 

20.3%, 11.0%, 8.1% and 3.3% higher than the KCF, fDSST, 

SiameFC and ECO algorithms respectively.  On the overlap 

precision (OP), the average precisions of the KCF, fDSST, 

SiameFC and ECO algorithms on 15 tracking sequences are 42.9%, 

57.9%, 60.6% and 62.9%.  The average overlap precision of our 

algorithm is 64.9%, which is 22.0%, 7.0%, 4.3% and 2.0% higher 

than the average precisions of the KCF, fDSST, SiameFC and ECO 

algorithms, respectively.  Our algorithm's running speed is 

50.1FPS in CPU (Frames Per Second), which can track pig 

movement in real-time. 

 
Figure 4  DP and OP values of different algorithms on the dataset 

 

3.2  Qualitative evaluation 

The results of the target tracking section are shown in Figure 5.  

The red rectangle represents the algorithm of our algorithm, while 

the blue, green, yellow and magenta rectangles represent the KCF, 

fDSST, SiameFC and ECO algorithms respectively.  

In dealing with the problem of deformation, our approach takes 

full account of the characteristics of pig motion and proposes 

adaptive color feature fusion to improve the processing ability of 

the algorithm to deformation.  As shown in the sequence of S1 in 

Figure 5, in the process of the transition of the live pig from the left 

and right motion state to the front and rear motion state, our 

approach can effectively deal with the influence of the deformation 

of the pig on the tracking performance; however, the KCF, fDSST, 

SiameFC and ECO algorithms fail to track.  Our algorithms also 

perform well in sequence such as S9, S10, S11 and S14 in Figure 5. 

On the issue of dealing with scale variation, the segmentation 

results using Otsu method can effectively estimate the scale of the 

target pig individual, and the scale update has the characteristics of 

self-adaptation.  As shown in the sequence of S6, S8 and S13 in 

Figure 5, when the motion of the pig is gradually approaching or 

away from the camera position, that is the moving pig target is 

reduced or expanded, our algorithm can adapt to the change of the 

scale information of the pig in real-time, and achieve accurate 

tracking of the target pig.  The KCF algorithm has no scale update 

strategy.  The scale update of fDSST, SiameFC and ECO 

algorithm fails to adapt to the change of the tracking target scale.  
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The oversized and undersized scale estimation will cause the 

tracking failure. 

In this paper, the tracking performance of the algorithm under  

nighttime or low-light conditions is tested.  The tracking 

performance of our algorithm under low-light conditions is good as 

shown in the S6 sequence in Figure 5. 
 

 
Figure 5  Different algorithm tracking results 

 

3.3  Algorithm tracking application 

The practical application performance of the algorithm is 

tested by using the second group of monitoring video data collected 

in the previous period.  Figure 6 records the DP and OP values of 

the 45000 frame video sequence.  It can be seen from the figure 

that the distance precisions of the KCF, fDSST, SiameFC and ECO 

algorithms are 63.6%, 77.5%, 82.9% and 86.8%, respectively.  

Our algorithm can accurately track the target, and the distance 

precision is 89.7%, which is increased by 26.1%, 12.2%, 6.8% and 

2.9%, respectively.  The overlap precisions of the KCF, fDSST, 

SiameFC and ECO algorithms are 59.2%, 70.6%, 77.3% and 

83.2%.  The overlap precision of the algorithm is 87.5%, which is 

increased by 28.3%, 16.9%, 10.2% and 4.3%, respectively, to meet 

the practical application requirements.  The problem of scale 

variation and deformation is effectively solved, and it has better 

robustness. 

 
Figure 6  DP and OP values of different algorithms on random video data sets 

 
 

4  Conclusions 

In the process of tracking the target of the pig, as the size of the 

tracking target changes in the video image, the tracking target scale 

cannot be adaptively updated, resulting in a low accuracy of the 

tracking target.  In this paper, a multi-channel color feature 

adaptive fusion algorithm is proposed, which uses the target pig 

Contour information to realize real-time adaptive pig target scale 

update.  The main conclusions are as follows: 

a) The evaluation index of the algorithm in the tracking data 

set is better than the similar algorithm, and the average operation 

speed is 50.1 FPS; From the qualitative evaluation, it can be seen 

that our algorithm can effectively deal with the problem of tracking 

loss caused by deformation and scale variation of a pig to improve 

the accuracy of the algorithm and meet the requirements of 

real-time. 
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b) It has good tracking performance on randomly selected 

actual monitoring data.  The distance precision and overlap 

precisions are 89.7% and 87.5%, respectively, which can meet the 

practical application requirements of pig monitoring.   
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