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Abstract: The detection of individual pigs and their parts is a key step to realizing automatic recognition of group-housed pigs’ 
behavior by video monitoring.  However, it is still difficult to accurately locate each individual pig and their body parts from 
video images of groups-housed pigs.  To solve this problem, a Cascade Faster R-CNN Pig Detector (C-FRPD) was designed to 
detect the individual pigs and different parts of their body.  Firstly, the features were extracted by 101-layers Residual 
Networks (ResNet-101) from video images of group-housed pigs, and the features were input into the region proposal networks 
(RPN) to obtain the region proposals.  Then classification and bounding box regression on region proposals were performed to 
get the location of each pig.  Finally, the body parts of the pig were determined by using the Cascade structure to search on the 
feature map of the pig body area.  These operations completed the detection of the whole body of each pig and its different 
parts of the body, and established the association between the whole and parts of the body in the end-to-end detection.  In this 
study, 1500 pig pen images were trained and tested.  The test results showed that the detection accuracy of C-FRPD reached 
98.4%.  Compared with the Faster R-CNN without cascade structure, the average detection accuracy was increased by 4.3 
percentage points.  The average detection time of a single image was 259 ms.  The method in this study could accurately 
detect and correlate the individual pig with its head, back, and tail in the image.  This method can provide a technical reference 
for recognizing the behavior of group-housed pigs. 
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1  Introduction  

Under the large-scale intensive pig breeding mode, monitoring 
pig behavior is important to ensure the health of pigs and improve 
the quality of pork[1-4].  Video monitoring is a low-cost and 
easy-to-implement method, combined with computer vision 
technology that can effectively extract pig information and conduct 
deeper analysis.  To analyze the behavior of group-housed pigs, it 
is necessary to identify individual pigs first[5-9].  Afterward, 
research on complex behaviors such as drinking water, eating, and 
mounting can be carried out.  The recognition of these behaviors 
depends on the analysis of pigs’ heads, backs, tails, and other 
parts[10-14].  Therefore, it is essential to study the detection 
algorithm of the group-housed pigs’ different parts of their bodies. 

In recent years, there have been many researches on pig 
detection algorithms based on video images.  Most of the research 
focuses on the detection of individual pigs, but there are few 
studies on the detection of pig body parts.  The detection of pig 
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body parts is often processed by traditional image processing 
algorithms in the detection system.  Kashiha et al.[10] detected the 
pig head by analyzing the overall trend of the curve from each 
point of the pig’s body contour to the centroid of the pig’s body 
image.  Nasirahmadi et al.[11] used the intersection points between 
the major axis of the fitting ellipse and the body contour to find the 
position of head, tail, and sides in pigs, but did not distinguish the 
head and tail.  Guo[13] detected the individual pig by the SVM 
algorithm by extracting color, texture, shape, and other features, 
and used the improved generalized Hough transformation and 
clustering algorithm to distinguish the head and tail of the pig.  
Such methods rely on artificial features to extract individual 
contours of the pigs.  It is difficult to deal with complicated 
conditions such as the change of light intensity, body posture, and 
target occlusion.  If the contour of a pig cannot be extracted 
accurately, the detection of pig body parts will not work correctly. 

Different from the above methods, many researchers also 
applied deep learning for pig behavior recognition[15-17].  Alameer 
et al.[18] trained a CNN to recognize the feeding and foraging 
behavior.  Yang et al.[19,20] trained a detector based on the Faster 
R-CNN to detect pigs and their heads, and then recognized the 
feeding behavior of pigs.  This method applied abstract features 
that have stronger image representation capabilities and achieved 
high detection accuracy[21-24].  However, the pigs and their heads 
were detected separately by this method.  It needed to find out 
which pig the head belongs to, which was easy to cause association 
error.  Therefore, further study is needed to achieve an efficient 
and reliable location of pig body parts. 

The purpose of this study was to establish an association 
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between the whole body of each pig and its body parts.  For this 
purpose, this study proposed an improved Faster R-CNN algorithm 
C-FRPD, which is based on the depth abstract feature[25-27] and a 
Cascade structure.  C-FRPD aimed at detecting individual pigs 
and their body parts by monitoring images of group-housed pigs 
and proposing an end-to-end detection algorithm for the association 
between individual pigs and their parts. 

2  Data collection and data set production 

The experimental data came from the video data collected on a 
pig farm in Luogang District, Guangzhou Province, China.  The 
total length of the videos was about 2880 h.  The videos were shot 
from above.  The monitoring scene of the videos was a pig pen 
with 4 pigs.  The pen size was 4 m×5 m.  The pigs in the videos 
belong to the same species, Landrace.  They had similar body 
sizes and colors.  There were letters on the back of pigs to identify 
each pig.  The data contained video images of day and night.  
The images at night were black-and-white, taken by the infrared 
night vision function of the camera.  In this study, only RGB 
images taken during the day were selected as the research object.  
The image resolution was 2560×1440 pixels, and the scene is 
shown in Figure 1. 

 

 
Figure 1  Example of video images of the experimental pig pen 

 

In order to train the C-FRPD and verify the accuracy of the 
algorithm, sample frames were selected randomly from multiple 

daytime videos to construct a data set.  Each video was extracted 
with 10-20 images, and the interval between the extracted images 
was longer than 20 min.  In order to make the dataset 
representative, the diversity of images was taken into account when 
selecting samples.  It contained samples of pigs in different 
postures, such as standing, lying on their side, and bending over the 
ground.  In addition, the data set contained samples of complex 
conditions such as pig adhesion.  In this study, 1500 pen images 
were manually labeled with the data labeling tool LabelImg.  
There were four pigs in the experimental pen, so a total of 6000 
pigs were marked.  In order to provide a data set for the detection 
of pig body parts, the head, back, and tail of each pig were labeled.  
In the experiment, 1500 images were used to construct three data 
sets for training C-FRPD.  The first data set contained 1500 
complete images, with only labels of pigs.  The second data set 
contained 6000 images of individual pigs, which were cut from the 
original images.  Each image had three types of labels, head, back, 
and tail.  The third data set contained 1500 complete images 
having all types of labels.  The data set was annotated in PASCAL 
VOC2007 format[28]. 

3  Cascade faster R-CNN pig detector 

3.1  C-FRPD framework 
The input to C-FPRD is an image of the pig pen.  The output 

of C-FPRD is the individual data of all pigs in the image, including 
the location information of the whole pig, its head, back, and tail, 
as well as the classification confidence.  The C-FRPD framework 
is shown in Figure 2.  It is composed of four parts, feature 
extraction network, region proposal networks (RPN), individual pig 
detection network, and cascade structure. 

The detection process of C-FRPD is divided into three stages.  
In the first stage, the RPN generates region proposals.  In the 
second stage, the individual pig detection network makes 
classification and bounding box regression on region proposals to 
get the location of each individual pig.  In the third stage, the 
cascade structure searches the location of the pig body parts on the 
feature map of the pig body area obtained in the second stage. 

 
Note: RPN: Region proposal networks; ROI: Region of interest. 

Figure 2  Algorithm framework of C-FRPD 
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3.2  C-FRPD feature extraction network 
In C-FRPD, sharing computation was adopted.  The feature 

map of the pen image was calculated by the same feature extraction 
network and input into three independent networks (RPN, 
individual pig detection network, and cascade structure).  By 
sharing computation, three networks were cross-trained to get 
convergent results.  Meanwhile, extracting the features of the 
entire image only once greatly saves the training and detection 
time. 

In this study, ResNet-101 was used as the feature extraction 
network.  ResNet-101 uses the residual structure[29], as shown in 
Figure 3.  This structure can effectively gain accuracy from the 
considerably increased depth and accelerate the convergence of the 
network.  Shortcut connections were established in ResNet-101 
and a residual block was introduced to change the learning target 
into the residual value.  When the network increases in depth, an 
identity mapping H(x) = x will be learned for the redundant network 
layer.  As shown in Figure 3, the input variable is x, and the 
residual function F(x) = H(x) − x is learned.  When the model 
accuracy reaches saturation, the training target of the redundant 
network layer will approach the residual result to 0.  It makes 
F(x)=0 to realize identity mapping, so the training accuracy will not 
decrease when the network increases in depth. 

 
Note: x is the input variable; F(x) is the residual function; ReLU: Rectified linear 
unit; “+” is an addition operation between tensors. 

Figure 3  Structure of the residual network used in this study 
 

3.3  C-FRPD region proposal network 
RPN implements the first stage of detection.  It extracts object 

region proposals from the image.  The input of RPN is the feature 
map extracted by ResNet101.  Through the sliding window 

mechanism, the feature vector of each anchor was obtained.  Then, 
a 1×1 convolution layer is used to perform classification and 
bounding box regression on the feature vector of each anchor.  
The classifier uses Softmax function to discriminate the object and 
background in the anchor and output the confidence value.  The 
bounding box regression fine-tunes the anchor position and outputs 
the result including four parameters, offset of center coordinate, 
and scale of length and width.  In the training process, the target 
value of the classifier is determined by the intersection over the 
union (IoU) of the anchors and the ground-truth boxes.  When 
IoU>0.7, the anchor is treated as a positive sample.  When 
IoU<0.3, the anchor is treated as a negative sample.  The rest of 
the anchors were not used.  The bounding box regression only 
uses positive samples for training.  It needs to input the center 
coordinates and the length and width of the ground-truth box, 
which can be used to train the loss function to fine-tune the position 
of the bounding box.  RPN outputs the region proposals to the 
next network. 
3.4  C-FRPD individual pig detection network 

Individual pig detection network implements the second stage 
detection.  It gets the pig proposals from region proposals.  The 
feature map of region proposals generated by RPN is the input of 
the individual pig detection network.  Since the scale of the region 
proposals is not the same, the scale of the map areas in the feature 
map is also different.  Therefore, the Region of Interest (ROI) 
pooling layer is needed to pool the regional feature map into a 
uniform size feature vector and input it to the fully connected layer.  
Then classification and bounding box regression are performed 
again.  Finally, the network outputs the five-dimensional 
information of all the individual pigs detected in the image.  The 
five-dimensional information is 

Pigi = [xi, yi, wi, hi, si]              (1) 
where, xi and yi represent the upper-left coordinates of the detection 
box for Pigi, wi, and hi represent the size of the detection box for 
Pigi and si represent the classification confidence of the detection 
box for Pigi. 

The final result only retains the individual pig detection box 
with classification confidence si>0.9 as the input of the cascading 
structure.  After the pig individual detection network, the results 
are shown in Figure 4. 

 
a. Faster RCNN detection of individual pigs b. Input individual regions into cascade 

structure to detect the head, back, and 
tail of the pig 

c. Results are divided into four regions, the 
individual, head, back, and tail of each pig

 

Figure 4  Schematic of detection process of C-FRPD 
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3.5  C-FRPD cascade structure 
Cascade structure implements the third stage detection.  It 

locates the pig body parts according to pig proposals.  Figure 5 
shows the framework of the cascade structure.  The pig proposal 
is a small region for searching.  Cascading structure uses a 
sliding window to go through the feature map of pig proposal, 
and outputs a region proposal at each position.  Considering that 
the area of the pigs’ head, back, and tail in the image are similar 
in size, cascade structure selects a fixed-size anchor for detection.  

The fully connected layer gets the feature vector of region 
proposal, and then performs classification and bounding box 
regression.  According to the experimental data, the label boxes 
of pig body parts are almost in a square shape in the image and 
the size is close to 128×128 pixels.  Therefore, anchors with a 
size of 128 and a 1:1 length-width ratio were selected.  
According to the mapping relationship between the input image 
and the feature image, the size of the sliding window is calculated 
as 5×5. 

 
Figure 5  The cascade structure of C-FRPD used in this study 

 

The input of the fully connected layer is 102 400 (5×5×4096) 
parameters and the output is 1000 parameters for the classifier and 
bounding box regression.  The classifier uses Softmax function to 
classify the anchors into four parts: head, back, tail, and 
background.  Bounding box regression uses the following 
equations to fine-tune the bounding box. 
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where, ˆ
xG  and ˆ

yG  represent the center point coordinates of the 

prediction box; ˆ
wG  and ˆ

hG  represent the size of the prediction 
box; P represents the feature vector of the anchor; Px and Py 
represent the center point coordinates of the anchor; Pw and Ph 
represent the size of the anchor, and dx, dy, dw, and dh represent the 
function that needs training in the bounding box regression which 
calculate the offset of the center point coordinates and the scale of 
the size according to P. 

After classification and bounding box regression, the cascade 
structure outputs the coordinates of multiple prediction boxes and 
their classification confidence.  Only the detection box with the 
highest confidence is reserved for each category, because the head, 
back, and tail of the pig are unique.  The final outputs of the 
cascade structure are the five-dimensional information of the pig 
head, back, and tail. 

The pig pen image is input into C-FRPD, passing through 
feature extraction network, individual pig detection network, and 
cascade structure.  Finally, C-FRPD outputs the location 
information of each pig and its head, back, and tail, as shown 
below. 

Xi =[Pigi, Headi, Backi, Taili]              (3) 
Because the design of C-FRPD cascade structure and RPN are 

similar, the loss function of C-FRPD is consistent with Faster 
R-CNN.  C-FRPD loss function is shown as follows: 

* * *1 1( , ) ( , ) ( , )i i cls i i i reg i i
cls i reg i

L p t L p p p L t t
N N

λ= +∑ ∑    (4) 

where, Lcls represents classification loss; Lreg represents regression 
loss; i represents the index of an anchor; pi represents predicted 
category score; pi

* represents truth category; ti represents the 
coordinate and length and width of prediction box; ti

* represents the 
coordinate and length and width of truth box; Ncls represents the 

number of anchor in a batch; Nreg represents the number of 
non-background prediction boxes. 

4  Experiment and discussion 

4.1  Experimental methods and environmental parameters 
In order to evaluate the performance of C-FRPD, 1500 images 

were divided into the training set, verification set, and test set.  
1000 images were randomly selected from the data set as the 
training set and 400 as the verification set.  The remaining 100 
images were used as the test set to evaluate the generalization of 
the model over unknown data.  The test evaluated the accuracy of 
C-FRPD and analyzes the accuracy of the detection of each 
category.  In addition, the experiment compared the effect of 
C-FRPD and Faster R-CNN algorithm on the detection of 
individual pigs and their parts, in order to verify the effectiveness 
of the cascade structure. 

The experiment was done under a TensorFlow deep learning 
framework, with NVIDIA GeForce RTX2080ti for GPU 
acceleration.  The parameter setting of C-FRPD is listed in Table 1. 

 

Table 1  Experimental parameter setting of C-FRPD 

Hyperparameters Value 

Initial learning rate 0.001 
Decay of Initial Learning Rate 0.1 
Momentum 0.9 
Batch 128 
RPN Scale of Anchor [128,256,512] 
RPN Rate of Anchor [2:1,1:1,1:2] 
RPN Batch 256 
Cascade Structure Scale of Anchor [128] 
Cascade Structure Rate of Anchor [1:1] 
Cascade Structure Batch 256 

 

The initial learning rate was 0.001 and its decay was 0.1.  
Momentum was 0.9.  During the training process, Adam 
optimization algorithm was used to optimize and update the 
learning rate.  For each iteration, 128 images were input as 
training samples, and 256 samples were taken for training RPN and 
cascading structure.  RPN had 9 sizes of anchors, while the 
cascade structure had only 1 size. 
4.2  Model training 

The training process adopted the method of transfer learning.  
The feature extraction network was initialized with parameters 
pre-trained on PASCAL VOC 2012.  Then the data set was used 
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to train the model and fine-tuned parameters until the ideal effect 
was obtained.  The model training was divided into eight steps. 

Step 1 Input 1000 images of pig pen from the training set into 
C-FRPD; 

Step 2 Loaded the pre-training model parameters; 
Step 3 Trained RPN separately; 
Step 4 Input region proposal to train the individual pig 

detection network separately; 
Step 5 Input 4000 images of individual pigs from the training 

set to train the cascade structure; 
Step 6 Changed the training set to the images of pig pen, and 

train RPN again.  At this time, fixed the parameters of 
ResNet-101 and only update the parameters of RPN; 

Step 7 Used the region proposal to fine-tune the individual pig 
detection network.  At this time, fix the parameters of ResNet-101 
and only updated the parameters of the pig detection network; 

Step 8 Used the pig proposal to fine-tune the individual pig 
detection network.  At this time, fix the parameters of ResNet-101 
and only updated the parameters of the cascade structure. 

In Step 8, the training set needs to be adjusted in order to 
match the pig proposal with the labeled data.  All pig proposals 
with ≥0.9 IoU overlap were treated with a ground-truth box as a 
positive sample.  The label data of this pig and its parts were used 
as the ground truth during the training cascade structure. 
4.3  C-FRPD algorithm performance analysis 
4.3.1  C-FRPD detection accuracy analysis 

The final detection effect of C-FRPD is shown in Figure 7a.  
The bounding box of the same color represents the same pig.  The 
locating information of a pig generally consists of four parts, the 
whole pig, the head, the back, and the tail. 

The trained C-FPRD was used to detect the accuracy of 100 
images in the test set.  Table 2 lists the test results. 

 

Table 2  Detection results of trained C-FPRD 

Item Pig Head Back Tail 

Correct detection 396 392 396 390 
False detection 0 3 0 2 
Missing detection 4 5 4 8 

 

The results showed that the recognition accuracy of the 
individual pig was 99%, the head was 98%, the back was 99%, and 
the tail was 97.5%. 

In the process of individual pig detection, several cases were 
missing.  The reason is that when pig adhesion occurs, the two 
detection boxes are so close to each other that Non-Maximum 
Suppression (NMS)[30] only keeps one detection box.  When the 
detection of the individual pig is missing, the detection of its body 
parts will also be missing. 

Figure 6 shows the detection results of C-FRPD.  By 
analyzing the missed detection about the detection of the head and 
tail, two problems were found.  First, the head and tail are easily 
occluded in the image, resulting in detection loss, as shown in 
Figure 6b.  Second, some error is caused by phased detection.  In 
the stage of individual pig detection, the detection box is slightly 
smaller than the ground-truth box of individual pigs due to the error 
of bounding box regression.  Therefore, in the third stage, when 
the feature map is input to the cascade structure for pig body parts 
detection, the details of the head or tail are lost, resulting in 
detection missing, as shown in Figure 6c.  By analyzing the false 
detection, it was found that it was caused by the adhesion of pigs.  
Multiple pig heads or tails appeared in the individual pig area, 
leading to false detection, as shown in Figure 6c.  Although 

C-FRPD still has defects, the actual detection accuracy has reached 
the requirements of production and application. 

 
a. Correct detection b. Head missing due to occlusion 

 
c. Tail missing due to border regression 

error 
d. False detection due to multiple heads 

in the detection box 
 

Figure 6  C-FRPD results of pigs and their body parts detection 
 

4.3.2  Comparison and analysis of detection results with Faster 
R-CNN 

In order to show the improvement of the cascade structure on 
the Faster R-CNN, the same data set was used to train the Faster 
R-CNN algorithm and used the same test set to detect and compare 
it with the C-FRPD. 

Figure 7b shows the detection result of the Faster R-CNN.  
The detection results of each category are independent, so it cannot 
use the same color to mark a pig and its body parts.  C-FRPD 
conducts detection in stages, to ensure that the detection boxes of 
pig body parts are contained within the detection box of the whole 
pig.  Therefore C-FRPD can directly express the relationship 
between the whole pig and its body parts.  These four parts can be 
represented by the same color.  C-FRPD describes an individual 
pig more accurately. 

 

 
a. Detection result of C-FRPD 

 

 
b. Detection result of Faster R-CNN 

Figure 7  Result comparison of different pig detection methods 
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Table 3 lists the comparison results of various tests of Faster 
R-CNN and C-FRPD.  The average detection accuracy of 
C-FRPD was 98.4%, and that of Faster R-CNN was 94.1%.  The 
cascade structure increases the average detection accuracy by 4.3 
percentage points.  The detection accuracy of C-FRPD was higher 
than that of Faster R-CNN.  It is thought that C-FRPD separates 
the whole pig and its parts in two detection stages so that the size of 
the bounding box is more uniform than in the same detection stage.  
It is beneficial to the training of bounding box regression, thus 
improving accuracy.  By analyzing the wrong data, when two pigs 
get too close in the image, the detection of the same body part in 
different pigs will be lost due to the NMS keeps only one result 
without cascade structure.  But with the cascade structure, an 
individual pig area retains one bounding box with maximum 
confidence for each part, thus avoiding missed detection.  

 

Table 3  Result comparison of different pig detection methods 

Item C-FRPD Faster R-CNN 

Average detection accuracy/% 98.4 94.1 
Detection accuracy of pig/% 99.0 97.0 
Detection accuracy of head/ % 98.0 92.5 
Detection accuracy of back/% 99.0 96.5 
Detection accuracy of tail/% 97.5 90.5 
Average detection time/ms 259 148 

 

The average detection time of C-FRPD for one image was 
259 ms, while the Faster R-CNN was 148 ms.  Faster R-CNN is a 
two-stage detection algorithm.  After adding on the cascade 
structure, C-FRPD becomes a three-stage detection algorithm, so 
the detection time is longer than the Faster R-CNN. 

5  Conclusions 

In this study, an algorithm names C-FRPD was proposed, 
which had a cascade structure based on the Faster R-CNN, for the 
detection of individual pigs and their body parts.  C-FRPD could 
effectively establish an association between the whole pig and its 
body parts to get the location information of three body parts 
including its head, back, and tail. 

The detection effects of C-FRPD and Faster R-CNN were 
compared.  With the use of the cascade structure, the output of 
C-FRPD could accurately describe the inclusion relationship 
between the whole pig and its body parts with higher detection 
accuracy.  Compared with Faster R-CNN, the average detection 
accuracy of C-FRPD reached 98.4%, with an increase of 4.3 
percentage points. 

C-FRPD can be effectively applied to the detection of 
individual pigs through video images and provide the location 
information of the whole pig and its body parts.  This algorithm 
can provide technical reference for further research on individual 
behavior recognition of pigs.  
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